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This paper is concerned with the dynamics near an equilibrium point of
reversible systems. For a large class of reversible vector fields on the three
dimensional space we present all the topological types and their respective
normal forms of the codimension-two symmetric singularities. Such classifica-
tion comes from useful new results, also proved here, on dynamical systems
defined on manifolds with boundary.
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1. INTRODUCTION

This paper investigates generic two-parameter families of reversible vec-
tor fields on a three dimensional space. We continue the results contained
in [5] where the codimension-one bifurcations have been analyzed.

The orbits of the vector fields X studied here are anti-symmetric with
respect to the reflection ϕ(x, y, z) = (x, y,−z) in such a way that the criti-
cal points contained in the plane Fix(ϕ) = S = {z = 0} are the symmetric
singularities of X. In our approach we will present all the different types of
symmetric singularities of such vector fields of codimension-two, their nor-
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mal forms and their respective unfolding. So a complete list of topological
models for all possible two-parameter families of reversible vector fields is
given.

For general reference on time-reversible systems see [4] and [8]. Let X
be a (germ of) Cr vector field on R3, 0 with r > 3.

We say that X is (ϕ−)reversible if

Dϕ(p).X(p) = −X(ϕ(p)).

In this way we derive that the vector field is expressed by the following
form:

x′ = zf1(x, y, z2), y′ = zf2(x, y, z2), z′ = g(x, y, z2).

where f1, f2 and g are C∞ real functions on R3, 0.
Because the structure of time reversibility does not impose significant

restriction on the dynamics of the system which is far away from Fix(ϕ),
uniformly, we concentrate our attention to these equilibria p in Fix(ϕ).

Let Ω be the space of the germs of Cr reversible vector fields at 0 on R3

with the Cr− topology.
The concept of structural stability in Ω comes from the following defini-

tion:
“Two vector fields X1 and X2 in Ω are said to be C0 − equivalent if

there is a phase space homeomorphism that casts the phase trajectories of
X1 to the phase trajectories of X ′′

2 .
We fix the following notations:

ν0 is the set of elements in Ω which are structurally stable (codimension-
zero singularities).

Ω1 = Ω/ν0 and ν1 is the set of elements in Ω1 which are structurally stable
relative to Ω1 (codimension-one singularities).

Ω2 = Ω1/ν1 and ν2 is the set of elements in Ω2 which are structurally stable
relative to Ω2 (codimension-two singularities).

We know from [5] that υ0 (resp. υ1 ) is open and dense in Ω (resp. Ω1).
Moreover, υ1 is a codimension-one manifold of Ω1.

Roughly speaking, our approach consists to make a special change of
coordinates around 0 and then address the analysis to the study of general
vector fields defined on a 3-manifold (in our case K = {z ≥ 0}) with
boundary (in our case {z = 0}). We should mention that the knowledge of
the phase portrait of X in K determines the phase portrait of X in R3, 0.
So the paper is centered on the study of vector fields near the boundary of
a 3-manifold.

The remainder of the paper is organized as follows. In Section 2, we
state our main result. Section 3 is devoted to the study of codimension-
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two singularities of vector fields defined in 3-dimensional manifolds with
non-empty boundary; such study is essential for the proof of Theorem A
which is given in Section 5.

Observe that results contained in Section 3 can be applied in PDE pro-
blems as stated by Arnold in [3].

2. STATEMENT OF MAIN RESULT

Theorem A:

1. ν2 is open and dense in Ω2 ;
2. ν2 is a codimension-two submanifold of Ω;
3. Let p be a codimension-two singularity and fix a coordinate system

around p such that x(p) = y(p) = z(p) = 0.

Then, in the space of two-parameter families of vector fields in Ω, an every-
where dense set is formed by generic families such that their normal forms
are:

(0.1) Xα,β(x, y, z) = (0, 0, 1)
(0.2) Xα,β(x, y, z) = (z, 0,±x

2 )

(0.3) Xα,β(x, y, z) = (z, 0, x2+y
2 )

(1.1) Xα,β(x, y, z) = (z, 0, −3x2+y2+α
2 )

(1.2) Xα,β(x, y, z) = (z, 0, −3x2−y2+α
2 )

(1.3) Xα,β(x, y, z) = (z, 0, 4δx3+y+αx
2 ), with δ = ±1

(1.4) Xα,β(x, y, z) = (axz, byz, ax+by+cz2+α
2 ), with (a, b, c) = δ(3, 2, 1),

δ = ±1
(1.5) Xα,β(x, y, z) = (axz, byz, ax+by+cz2+α

2 ), with (a, b, c) = δ(1, 3, 2),
δ = ±1

(1.6) Xα,β(x, y, z) = (axz, byz, ax+by+cz2+α
2 ), with (a, b, c) = δ(1, 2, 3),

δ = ±1
(1.7) Xα,β(x, y, z) = (xz, 2yz, x+2y−cz2+α

2 )

(1.8) Xα,β(x, y, z) = ((−x + y)z, (−x− y)z, −3x−y+z2+α
2 )

(2.1) Xα,β(x, y, z) = (z(ε(x + y)2 + α, z(x − y), 1
2 (3x + y − 2z2 + ε(x +

y)2 + β)), with ε = ±1
(2.2) Xα,β(x, y, z) = (z(−y + x(α− x2 − y2)), z(x + y(α− x2 − y2)),

−x− 3y + 2z2 + (x + y)(α− x2 − y2) + β))
(2.3) Xα,β(x, y, z) = (axz, byz, 1

2 (y + cz2 + ε(c− 2a)x2 + αx + β)), with
(a, b, c) = δ(5, 3, 1), if ε < 0, and (a, b, c) = δ(1, 3, 5), if ε > 0 e δ = ±1 ;

(2.4) Xα,β(x, y, z) = (axz, byz, 1
2 (y + cz2 + ε(c− 2a)x2 + αu + β)), with

(a, b, c) = δ(3, 1, 5) and δ = ±1 ;
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(2.5) Xα,β(x, y, z) = (axz, byz, 1
2 (y + cz2 + ε(c− 2a)x2 + αu + β)), with

(a, b, c) = δ(1, 3, 5), if ε < 0, (a, b, c) = δ(5, 3, 1), if ε > 0 and δ = ±1 ;
(2.6) Xα,β(x, y, z) = (axz, byz, 1

2 (y + cz2 + ε(c− 2a)x2 + αu + β)), with
(a, b, c) = δ(−3,−1, 1), if ε < 0, (a, b, c) = δ(−1,−3, 1), if ε > 0 and δ =
±1 ;

(2.7) Xα,β(x, y, z) = (axz, byz, 1
2 (y + cz2 + ε(c− 2a)x2 + αu + β)), with

(a, b, c) = δ(−1,−3, 1), if ε < 0, (a, b, c) = δ(−3,−1, 1), if ε > 0 and δ =
±1 ;

(2.8) Xα,β(x, y, z) = (axz, (a2− 2ab− b2)yz + 2abz3− 2abx2z− 2abαxz,
1
2 (−2by + (a + b)z2 − (a + b + 2c)x2 − α(a + b + c)x + β)), with (a, b, c) ∈
{δ(1, 2, 3), δ(1, 2,−3)} and δ = ±1;

(2.9) Xα,β(x, y, z) = (axz + αyz, xz + ayz, 1
2 (x + y + cz2 + β)), with

(a, c) ∈ {δ(1, 2), δ(1,−2)} and δ = ±1;
(2.10) Xα,β(x, y, z) = (axz + byz + αxz,−bxz + ayz, 1

2 (x + y + az2 +
ε1x

2 + ε2y
2 + (ε1 − ε2)xy + β)), with (a, b) ∈ {δ(1, 2), δ(1,−2)}, δ = ±1

and ε1, ε2 ∈ {1,−1} ;
(2.11) Xα,β(x, y, z) = (axz + byz,−bxz +ayz, 1

2 (cz2 +x2 +y2 +αx+β)),
with (a, b, c) ∈ {δ(1, 2, 3), δ(1, 2,−3)} and δ = ±1;

(2.12) Xα,β(x, y, z) = (axz + byz,−bxz +ayz, 1
2 (cz2 +x2−y2 +αx+β)),

with (a, b, c) ∈ {δ(1, 2, 3), δ(1, 2,−3)} and δ = ±1;
(2.13) Xα,β(x, y, z) = (z, 0, 1

2 (3x2 + y3 + αy + β));
(2.14) Xα,β(x, y, z) = (z, 0, 1

2 (4x3 + 2xy − y2 + αy + β));
(2.15) Xα,β(x, y, z) = (z, 0, 1

2 (5x4 +3εx2y + y +αx2 +βx)) with ε = ±1;

We remark that the above mentioned forms 0.j and 1.k with j = 1, 2, 3
and k = 1, 2, ...8, concern the codimension-zero and codimension-one sin-
gularities respectively and they have been studied in [5].

3. VECTOR FIELDS ON MANIFOLDS WITH BOUNDARY

Let (u, v, w) be any coordinate system on IR3, 0.
Consider M = {(u, v, w) ∈ IR3, 0;w ≥ 0} and the set -xr of all germs

of Cr vector fields on IR3, 0 (r > 3) endowed with the Cr topology. We
denote the boundary of M by S.

Rather than considering vector fields on M, 0 we deal, as usual, with
those elements in -xr. The transition between those objects is made via
the concept of S-structural stability in -xr, which is reached from the
following definition.

Definition 1. Two vector fields F1 and F2 in -xr are said to be
S−C0− equivalent if there is a S-preserving homeomorphism of R3, 0 that
casts the phase trajectories of F1 to the phase trajectories of F2.
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Definition 2. A point p ∈ S is a S -singularity (or simply singularity)
of F ∈ -xr if F (p) is tangent to S at p.

Let h : IR3, 0 → IR be given by h(u, v, w) = w. In these coordinates the
S− singular set of F in -xr is determined by the equations:

h = 0 and Fh = 0.

Denote by Σ0 the set of all elements in -xr which are structurally stable
at 0. In what follows we establish some notations and review some basic
facts and concepts. We refer the reader to see [10].
Theorem B (Sotomayor and Teixeira): The following statements hold:

(i) A vector field F ∈ -xr is in Σ0 if and only if:

(a) F (p) 6= 0 for every p in S;

(b) for every local implicit definition, h, of S at p, one of the following
conditions is satisfied:

(b.1) Fh(p) 6= 0 (regular case);
(b.2) Fh(p) = 0 and F 2h(p) 6= 0 (fold case);
(b.3) Fh(p) = F 2h(p) = 0 , F 3h(p) 6= 0 and the set of vectors

{Dh(p), DFh(p), DF 2h(p)} are linearly independent (cusp case);

(ii) Fixing h(u, v, w) = w, the generic normal forms are:

1. F (u, v, w) = (0, 0, 1) (regular case);

2. F (u, v, w) = (δ, 0, u), with δ = ±1 (Fold singularity);

3. F (u, v, w) = (1, 0, u2 + v) (Cusp singularity);

(iii) Σ0 is open and dense in Γr.

The points of S where (b.2) is satisfied are called fold singularities;
they form a smooth curve σX in S, along which X has quadratic contact
with S. This tangency can be internal (when F 2h(p) > 0 ) or external
(when F 2h(p) < 0).

The points where (b.3) is satisfied are called cusp singularities.
In our context, the codimension-one S -singularities of F are firstly clas-

sified by (i) F (p) 6= 0 and (ii) p is a critical point of F . The second
case may occur generically for one parameter family of vector fields.

In the course of our arguments, although omitted in the text, we used
known techniques (see [10] and [6]) to find those local homeomorphisms
which are the C0− equivalences between two vector fields defined around
the boundary of a region in IR3. For C0− equivalence between two fami-
lies of such vector fields we do not require continuity with respect to the
parameters.
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Let F be a C∞ vector field on IR3 parameterized by (x, y, z) such that
X(x0, y0, z0) 6= (0, 0, 0). A flow box construction KF at (x0, y0, z0) con-
sists of a smooth change of coordinates (i.e. a germ of a C∞− diffeomor-
phism) KF (x, y, z) = (u, v, w) in a neighborhood of (x0, y0, z0), such that
KF (x0, y0, z0) = (0, 0, 0) and in the new coordinates X(u, v, w) = (1, 0, 0).
It is well known that if G is a small perturbation of F, then the map
G −→ KG is smooth.

Firstly we consider the sets -xr
1 = -xr\Σ0 (the bifurcation set of -xr). Let

Σ1 be the subset of -xr
1 constituted by the elements which are structurally

stable relative to -xr
1.

The first step to be considered is to find preliminary normal forms for the
boundary codimension-one singularities. This is done in Lemma 5 below.

Given F = (f1, f2, g) in -xr such that g(0) = 0, we have the following
possibilities:

(i) (f1(0), f2(0)) 6= (0, 0) or (ii) (f1(0), f2(0)) = (0, 0).

In the case (i) the required normal forms for F, can be derived from
Vishik’s Normal Form Lemma (in [13]) . Case (ii) means that 0 is a critical
point of F. In what follows we analyze the main result contained in [10]
concerning the classification of the codimension-one S− singularities. We
begin by defining the subsets Σ1(a) and Σ2(b) of -xr

1.
We denote by Hessian(f) the Hessian Matrix of the function f , and

Hess(f) the determinant of Hessian(f).
Let h be any local implicit definition of S at 0.

Definition 3. We say that F is in Σ1(a) if the following conditions
hold:

(i) 0 is a hyperbolic critical point of F;

(ii) the eigenvalues of DF (0) are pairwise distinct and the corresponding
eigenspaces are transversal to S at 0;

(iii) each pair of non complex conjugate eigenvalues of DF (0) have dis-
tinct real parts.

Definition 4. We say that F is in Σ1(b) if F (0) 6= 0, Fh(0) = 0,
F 2h(0) = 0 and one of the following conditions hold:

(1) F 3h(0) 6= 0, rank{Dh(0), DFh(0), DF 2h(0)} = 2 and the function
Fh|S has at 0 a non degenerate (Morse) critical point;

(2) F 3h(0) = 0, F 4h(0) 6= 0 and 0 is a regular point of Fh|S .

Next results are in [10].
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Theorem C: The following statements hold:

1. Σ1 = Σ1(a) ∪ Σ2(b);
2. Σ1 is a codimension-one submanifold of -xr;
3. Σ1 is open and dense in -xr

1, in the topology induced from -xr;
4. For a residual set of smooth curves γ : IR → -xr, γ meets Σ1 transver-

sally and γ−1( -xr
2) = ∅, -xr

2 = -xr
1\Σ1.

Throughout this section we fix the function h(u, v, w) = w

Lemma 5. (Classification Lemma)

1.The elements of Σ1(a) are classified in the following way:

(a11) Nodal S-Singularity: F (0) = 0, the eigenvalues of DF (0), λ1, λ2,
and λ3, are real, distinct, λ1λj > 0, j = 2, 3 and the eigenspaces are
transverse to S at 0;

(a12) Saddle S-Singularity: F (0) = 0, the eigenvalues of DF (0), λ1, λ2,
and λ3, are real, distinct, λ1λj < 0, j = 2 or 3 and the eigenspaces are
transverse to S at 0;

(a13) Focus S-Singularity: 0 is a hyperbolic critical point of F, the
eigenvalues of DF (0) are λ12 = a ± ib, λ3 = c, with a, b, c distinct from
zero and c 6= a, and the eigenspaces are transverse to S at 0.

2.The elements of Σ1(b) are classified by means of the following normal
forms:

(b11) Lips S-Singularity: defined in Definition 4, item (1), with
Hess(Fh/S(0)) > 0;

(b12) Bec to Bec S-Singularity: defined in Definition 4, item (1), with
Hess(Fh/S(0)) < 0;

(b13) Dove’s Tail S-Singularity: defined in Definition 4, item (2).

Now we characterize the set
∑

2 .

Definition 6. We denote by Σ2(a) the set of the vector fields F ∈ Σ2,
such that F (0) = 0 and one of the following conditions is satisfied:

(b21) (Saddle-Node) 0 is a Saddle-Node singularity of F (one eigenvalue
is 0) and the eigenspaces of DF (0) are transverse to S at 0;

(b22) (Hopf) 0 is a Hopf singularity (a pair of pure imaginary eigenvalues)
of codimension-one of F and the eigenspaces of DF (0) are transverse to S
at 0;

(b23) (2-Node) The eigenvalues λ1, λ2, λ3 ∈ IR of DF (0) satisfy λ1 =
λ2 6= λ3, rank(DF (0)− λ1Id) = 2. Moreover, the eigenspaces Vλ1 , Vλ2 , Vλ3

are transverse to S at 0;
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(b24) (2-Hyperbolic) The eigenvalues λ1, λ2, λ3 ∈ IR of DF (0) are dis-
tinct and there is one dimensional invariant manifold at 0 with quadratic
tangency with S at 0. Moreover, the other eigenspaces are transverse to S
at 0;

(b25) (2-Focus) The eigenvalues of Df(0) are λ1 ∈ IR and λ,
−
λ∈ C with

Re (λ) = λ1. Moreover, the eigenspaces Vλ1 , Vλ2 , Vλ3 are transverse to S at
0 and rank(Hessian(Fh/S) is not zero;

(b26) (Tangent Focus) The eigenvalues of Df(0) are λ1 ∈ IR and λ,
−
λ∈

C with Re (λ) 6= λ1. Moreover, the eigenspaces Vλ has a quadratic tan-
gency with S at 0 and the eigenspace Vλ1 is transverse to S at 0.

Definition 7. We denote by Σ2(b) the set of the vector fields F ∈ Σ2,
which has a unique point p ∈ S such that F (p) 6= 0, Fh(p) = 0, F 2h(p) = 0
and one of the following conditions is satisfied:

(a21) (Goose) F 3h(p) 6= 0, rank{dh(p), d(Fh)(p), d(F 2h)(p)} = 2 and
the function Fh/S is equivalent, in p, to a simple germ of codimension-one;

(a22) (Gull) F 3h(p) = 0, F 4h(p) 6= 0 and p is a non degenerate critical
point of Fh/S .

(a23) (Butterfly) F 3h(p) = 0, F 4h(p) = 0, F 5h(p) 6= 0 and p is a regular
point of Fh/S .

Theorem D The following statements hold:

(i) Σ2 = Σ2(a) ∪ Σ2(b) is open and dense in -xr
2;

(ii) F is structurally stable relative to -xr
2 if and only if F ∈ Σ2;

(iii) Σ2 is a codimension-two submanifold of -xr;
(iv) the normal forms of any 2-parameter family Fαβ transverse to Σ2

at F00 are:

(2.1) (Saddle-Node) Fαβ = (ε(u + v)2 + α, u − v, u + v + λ3w + β),
where λ3 /∈ {0,−1}, ε = ±1;

(2.2) (Hopf) Fαβ = (−v + u(α− u2− v2), u + v(α− u2− v2), ku + v +
λ3w + β), where λ3 /∈ {0, 1}, k 6= 1;

(2.3) (2-node) Fαβ = (λ1 +αv, u+λ1v, u+v+λ3w+β), where λ3 6= 0
and λ3 6= λ1;

(2.4) (2-Hyperbolic a) Fαβ = (λ1u, λ2v, λ3w + v + ε1(λ3 − 2λ1)u2 +
αu + β), where λ3 /∈ {0, 2λ1, 2λ2} and λ2 6= 2λ1;

(2.5) (2-Hyperbolic b) Fαβ = (λ1u, (a2 − 2ab− b2)v + 2abw− 2abu2 −
2abαu,−2bv + (a + b)w− (a + b + 2λ)u2−α(a + b + λ)u + β), where a, b, λ
are real nonzero numbers and pairwise distinct;
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(2.6) (2-Focus) Fαβ = (au+bv+αu,−bu+av, u+v+aw+ε1u
2+ε2v

2−
(ε1 − ε2)uv + β), where ε1, ε2 ∈ {+1,−1}, a, b are nonzero real numbers
and pairwise distinct, and ε1, ε2 ∈ {+1,−1};

(2.7) (Tangent focus) Fαβ = (au+bv,−bu+av, λ3+u2+εv2+αu+β),
where a, λ3 are real nonzero numbers and pairwise distinct, and ε = ±1;

(2.8) (Goose) Fαβ = (1, 0,−3u2 − v3 + αv + β);

(2.9) (Gull) Fαβ = (1, 0, 4u3 + 2uv + v2 + αv + β);

(2.10) (Buttterfly) Fαβ = (1, 0, 5u4 + 3εu2v + v + αu2 + βu), where
ε = ±1.

4. PROOF OF THEOREM D

Our analysis will have two different approachs: in the first one we work
with the vector fields having critical points in the boundary. The later
concerns with those vector fields which present tangency points.

4.1. Critical points in the boundary
Next result will be useful in the sequel and its proof is in [9].

Lemma 8. Consider neighborhoods V of p ∈ M and B of F ∈ -xr(M),
where p is a simple critical point of F. Then there are, a neighborhood B1 ⊂
B of F and a Cr−1− function η : B1 → V, such that G(p) = 0 ⇔ p = η(G).

Denote η(G) = pG.

Lemma 9. Let p ∈ S be a Saddle-Node singularity of F ∈ -xr. Then,
there exist neighborhoods B of F in -xr, N of p in M and a Cr−1− function
ξ : B → IR2, such that:

(1) ξ(G) = 0 ⇔ G has a unique critical point pG ∈ S ∩ N, which is a
Saddle-Node singularity;

(2) dξF is surjective.

Proof. We only provide an outline of the proof.
Fix a coordinate system u = (u1, u2, u3) around p such that:

u1(p) = u2(p) = u3(p) = 0 and
∂

∂ui
(p) ∈ Ti, i = 1, 2, 3,

where Ti is the eigenspace associated to the eigenvalue λi of (DF )p. From
Takens’s normal form, we can write the vector field F in the form:

F = (F 1(u), F 2(u), F 3(u)) = (u2
1, λ2u2, λ3u3) + h.o.t.,
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where u = (u1, u2, u3) and λ2, λ3 are nonzero and distinct real numbers.
So S is expressed by the equation:

h(u1, u2, u3) = au1 + bu2 + cu3 +
∑

i+j+k>1

ai,j,kui
1u

j
2u

k
3 = 0,

where a, b, c are non zero numbers.
We have that: F 1

u1
(0) = 0; F 1

u1u1
(0) 6= 0; F 2

u2
(0) 6= 0; F 3

u3
(0) 6= 0.

Let B0 and N0 be small neighborhoods of F and 0, in -xr and IR3, 0
respectively. Define the Cr− application ζ1 : B0×N0 → IR2 by ζ1(G; u) =
(G2(u), G3(u)) where G = (G1, G2, G3) ∈ B0.

We have that:

ζ1(F ; 0, 0, 0) = (0, 0) and
∂ζ1

∂u2∂u3
(F ; 0, 0, 0) =

(
λ2 0
0 λ3

)
.

From the Implicit Function Theorem, there exist neighborhoods B1× I1

of (F, 0) and I2 × I3 of (0, 0) and a unique pair of Cr− applications ι1, ι2 :
B1 × I1 → I2 × I3 such that:

ζ1(F ; 0, 0, 0) = (0, 0) and ζ1(G;u1, u2, u3) = 0

with (G, u1) ∈ B1 × I1. Moreover, (u2, u3) ∈ I2 × I3 only if u2 = ι1(G, u1)
and u3 = ι2(G, u1).

We define a Cr− application: ζ2 : B1 × I1 → IR by

ζ2(G, u1) = G1(u1, ι1(G, u1), ι2(G, u1))

It satisfies: ζ2(F, 0) = 0, ∂ζ2
∂u1

(F, 0) = 0 and ∂2ζ2
∂u2

1
(F, 0) = 2.

So there exist, a neighborhood B of F, B ⊂ B1, I of 0 ∈ IR and a unique
Cr−1− function ζ3 : B → I such that: ζ1(F ) = 0 and ∂ζ2

∂u1
(G, u1) = 0 with

G ∈ B. Moreover, u1 ∈ I only if u1 = ζ3(G).
Consider now ξ1 : B → IR and η : B → IR3 by where

ξ1(G) = ζ2(Y, ζ3(G)) = G1(ζ3(Y ), ι1(G, ζ3(G)), ι2(G, ζ3(G)) and

η(G) = (ζ3(Y ), ι1(G, ζ3(G)), ι2(G, ζ3(G)), η(G) = pG.

Hence, G ∈ B has a critical point (u1, u2, u3) ∈ N = I1 × I2 × I3 if and
only if u2 = ι1(G, u1), u3 = ι2(G, u1) and ζ2(G, u1) = 0.

Moreover, ξ1(G) is a minimum of ζ2(G, u1), u1 ∈ I1 and this minimum
is reached at pG.
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So G has no critical points in N provided that ξ1(G) > 0; G has a unique
critical point in N provided that ξ1(G) = 0; it is of Saddle-Node singularity.
The mapping G has two critical points provided that ξ1(G) < 0.

Let Π be the projection of N on T 3 parallel to S. Define a Cr−1, ξ2 :
B → IR by ξ2 = Π(pG(G)) and ξ : B → IR2 by ξ(G) = (ξ1(G), ξ2(G)). We
have that ξ(F ) = (0, 0). Let us observe that ξ(G) = (0, 0). This means that
G has a critical point pG in N ∩ S. The reciprocal assertion is immediate.

Considering the curves α, β : IR → B defined by α(s) = F + s(1, 0, 0)
and β(s) = F + s(0, 0, λ3), we are able to prove that (dξ)F is surjective.

Remark 10. Following Lemma 9, observe that G has no critical points
in N provided that ξ1(G) > 0; G has a unique critical point in N provided
that ξ1(G) = 0. Moreover, if ξ2(G) = 0, then pG ∈ S; otherwise, pG /∈ S. If
ξ1(G) < 0, then G has two critical points in N (a saddle and a node).

Lemma 11. Let p ∈ S be a Hopf singularity of F ∈ -xr. Then, there
exist neighborhoods B of F in -xr, N of p in IR3, 0, and a Cr−1− function
ξ : B → IR2 such that:

(1) ξ(G) = 0 ⇔ G ∈ B has a unique critical point pG ∈ S ∩N, which is
a Hopf singularity;

(2) d(ξ)F is surjective.

Proof. We only provide an outline of the proof.
Fix a coordinate system u = (u1, u2, u3) around p such that:

u1(p) = u2(p) = u3(p) = 0 and
∂

∂ui
(p) ∈ Ti, i = 1, 2, 3,

where Ti is the eigenspace associated to the eigenvalue λi of (DF )p. Let
Fα be a generic one-parameter family of vector fields representing a Hopf
bifurcation in -xr, such that F0 = F. That means:

(h1) the eigenvalues of (DF )0 are λ12 = ±i and λ3 6= 0;
(h2) (DFα)p has eigenvalues: λ12(α) = α± i; λ3 6= 0;
(h3) ∂

∂α (Re(λ12)(α))
∣∣
α=0

6= 0.

In these coordinates, we can write the vector field Fα in the form:

Fα(u) = (−u2 + u1Λ + h.o.t., u1 + u2Λ + h.o.t., λ3u3 + h.o.t.),

where u = (u1, u2, u3) and Λ = (α− u2
1 − u2

2).
Consider B0(F ) and N0(0) as before and let S be expressed by:

h(u1, u2, u3) = au1 + bu2 + cu3 +
∑

i+j+k>1

ai,j,kui
1u

j
2u

k
3 .
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From Lemma 8, we have that the correspondence G ∈ B0 → pG ∈ N0 is
Cr−1 with pF = 0 and G(pG) = 0.

The characteristic polynomial associated to AG = (DG)pG is:

Pλ(AG) = λ3 − σ(AG)λ2 + σ(A∗G)λ− det(AG).

We know that det(AF ) 6= 0. Let us consider R1 ⊂ IR, a small neighbor-
hood of λ3.

The application: η : B1 × R1 → IR given by η(G,λ) = Pλ(AG) satisfies
η(F, λ3) = 0, ∂η

∂λ (F, λ3) 6= 0, and ∂η
∂λ (G,λ) = 3λ2 − 2σ(AG)λ + σ(A∗G).

Thus, we get neighborhoods B ⊂ -xr of F, N1 of λ3, and a function
Λ3 : B → N1 such that η(G,λ) = 0 ⇔ λ = Λ3(G).

Define ξ1 : B → IR by ξ1(G) = Λ3(G) − σ((AG)pg
). Hence, G has

eigenvalues Λ3(G) ∈ IR and λ12 = ±ei provided that ξ1(G) = 0. This
means that, pG is a critical point of Hopf type of G.

Let Π be the projection of N on T 3 parallel to S and define ξ2 : B →
IR given by ξ2 = Π(pG(G)). We take ξ : B → IR2 given by ξ(G) =
(ξ1(G), ξ2(G)). If ξ1(G) = 0 then pG is a Hopf singularity of G. Let Gµ

be any generic one-parameter family of vector fields in -xr (generic Hopf
bifurcation) with G0 = F. We know that any complex eigenvalues λµ of
(DGµ) satisfies ∂λµ

∂µ 6= 0.

As before it can be shown that (Dξ)F is surjective.

Remark 12. Following Lemma 11, observe that G has a unique critical
point pG and (DG)pG has eigenvalues λ12 = ζ1 ± ζ2i and λ3, where ζ1, λ3

are non zero numbers, provided that ξ1(G) ≤ 0 (if ξ1(G) = 0, then ζ1 = 0).
Moreover, the critical point is a focus. In case ξ1(G) > 0, the critical point
is a focus, but a periodic orbit γG emerges. We recall that G has a unique
critical point pG in S, provided that ξ2(G) = 0. If ξ2(G) > 0, then G has
no critical points in M .

Lemma 13. Let p ∈ S be a Degenerate Node singularity of F ∈ -xr.
Then, there exist neighborhoods B of F in -xr, N of p in IR3, 0, and a
Cr−1− function ξ : B → IR2 such that:

(1) ξ(G) = 0 ⇔ G ∈ B has a unique critical point, which is a Degenerate
Node singularity, pG ∈ N ;

(2) d(ξ)F is surjective.

Proof. Consider a coordinate system u = (u1, u2, u3) in IR3, 0, as
Lemma 9, and F in the form:

F (u1, u2, u3) = (λ1u1 + h.o.t, u1 + λ1u2 + h.o.t, λ3u3 + h.o.t),
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and S expressed by h(u1, u2, u3) = au1+bu2+cu3+
∑

i+j+k>1 ai,j,kui
1u

j
2u

k
3 .

Consider the application ξ = (ξ1, ξ2) : B → IR2 by

ξ1(G) = (σ(G)− λ3(G))2 − 4
det(G)
λ3(G)

and ξ2(G) = Π(pG(G)),

where Π is the projection of N on T 3 parallel to S.
Now we finish this proof as in Lemma 11.

Remark 14. Following Lemma 13, we have that the vector field G ∈ B
has a critical point pG (Degenerate Node singularity) in N ∩ S, provided
that ξ1(G) = 0; If ξ1(G) > 0, then G has a hyperbolic critical point which
is a focus singularity; G has a unique critical point pG in S, provided that
ξ2(G) = 0; If ξ2(G) > 0, then G has no critical points.

Lemma 15. Let p ∈ S be a Hyperbolic Tangent singularity of F ∈ -xr.
Then there exist: a neighborhood B of F in -xr, a neighborhood N of p in
M and a Cr−1− function ξ : B → IR2 such that:

(1) ξ(G) = 0 ⇔ G ∈ B has a unique critical point, that is a Hyperbolic
Tangent singularity, pG ∈ N ;

(2) dξF is surjective.

Proof. Consider a coordinate system u = (u1, u2, u3) in IR3, 0 as in
Lemma 9, and F in the form:

F (u) = (λ1u1 + h.o.t., λ2u2 + h.o.t., λ3u3 + u2 + ε1(λ3 − 2λ1)u2
1 + h.o.t.),

where ε1 = ±1 and ε2 = ±1. The vector field has an invariant manifold, γ,
tangent to S, parameterized by m(s) = (s, 0,−ε1s

2) and S is expressed by
the equation

au1 + bu2 + cu3 +
∑

i+j+k>1

ai,j,kui
1u

j
2u

k
3 = 0.

Consider the application ξ = (ξ1, ξ2) : B → IR2 by

ξ1(G) = G3
u1

(pG) and ξ2(G) = Π(pG(G)),

where Π is the projection of N on T 3 parallel to S.
The proof now follows immediately.

Remark 16. Following Lemma 15, we observe that: If ξ(G) 6= 0, then G
has a hyperbolic critical point in such a way that the invariant submanifold
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is transverse to S. G has a unique critical point pG in S, provided that
ξ2(G) = 0. If ξ2(G) > 0, then G has no critical points.

Lemma 17. Let p ∈ S be a Degenerate Focus singularity of F ∈ -xr.
Then there exist: a neighborhood B of F in -xr, a neighborhood N of p in
M, and a Cr−1− function ξ : B → IR2 such that:

(1) ξ(G) = 0 ⇔ G ∈ B has a unique critical point, that is a Degenerate
Focus singularity, pG ∈ N ;

(2) dξF is surjective.

Proof. We prove this lemma in the same way as Lemma 11. We observe
that F has the form:

F (u) = (k1u1+k2u2+h.o.t.,−k2u1+k1u2+h.o.t.,−k2u+k1v+k1w+h.o.t.),

where u = (u1, u2, u3), and k1, k2, λ3 are nonzero real numbers, with λ3 6=
k1; λ3 6= 2k1.

We have that: ∆F = (σ(F )− k1)2 − 4 det (F )
k1

< 0.
Consider the functions ξ = (ξ1, ξ2) : B → IR given by

ξ1(G) = σ(G)− 3λG
3 and ξ2(G) = Π(pG(G)),

where σ(G) is the trace of (DG)pG
and Π being the projection of N on T 3

parallel to S.
The proof follows as above.

Remark 18. Following Lemma 17, we observe that G ∈ B has a critical
point pG in N ∩ S, which is a Degenerate Focus singularity provided that
ξ(G) = 0. If ξ(G) 6= 0, then G has a hyperbolic critical point that is a focus
and Re((λG

12) 6= λG
3 . G has a unique critical point pG in S, provided that

ξ2(G) = 0. In the case that ξ2(G) > 0, then G has no critical points in M.

Lemma 19. Let p ∈ S be a Tangent Focus singularity of F ∈ -xr. Then
there exist: a neighborhood B of F in -xr, a neighborhood N of p in M,
and a Cr−1− function ξ : B → IR2 such that:

(1) ξ(G) = 0 ⇔ G ∈ B has a unique critical point, that is a Tangent
Focus singularity, pG ∈ N ;

(2) dξF is surjective.

Proof. First of all take

F (u) = (F1(u), F2(u), F3(u));
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where u = (u1, u2, u3),

F1(u) = au1 + bu2 + h.o.t.;
F2(u) = −bu1 + au2 + h.o.t.;
F3(u) = λ3u3 + ε1(2a− λ3)u2

1 + ε2(2a− λ3)u2
2 + 2b(ε1 − ε2) + h.o.t.,

a, b, λ3 are nonzero real numbers, λ3 6= the; λ3 6= 2a and ε1 = ±1; ε2 = ±1.
Now we proceed as in Lemma 11.

Remark 20. Following Lemma 19, we observe that G ∈ B has a critical
point pG in N ∩ S, which is a Tangent Focus singularity, and G has a 2-
dimensional invariant manifold tangent to S, provided that ξ(G) = 0. If
ξ(G) 6= 0, then G has a hyperbolic critical point at which the stable or
unstable invariant manifolds are transverse to S.

So G has a unique critical point pG in S provided that ξ2(G) = 0;
if ξ2(G) < 0, then G has a unique critical point pG out S. In the case
ξ2(G) > 0, G has no critical points in M.

4.2. Vector fields tangent to the boundary

In this section, we prove that Σ2(b) is a codimension-two submanifold of
-xr.

Lemma 21. Let 0 be a S−Singularity of Goose type of F ∈ -xr. Then
there exist neighborhoods B of F in -xr, V of 0 in IR3 and a C∞−mapping,
ξ : B → IR2 such that:

(1) Any G ∈ B, has a unique S− singularity in V of Goose type, provided
that ξ(G) = 0;

(2) Dξ(F ) is surjective.

Proof. In the coordinates given in Section 1 one has

F (u, v, w) = (f1(u, v, w), f2(u, v, w), g(u, v, w)),

where h(u, v, w) = w, F (0) 6= 0, and

f1(u, v, w) =
∑∞

i,j,k=0 aijkuivjwk,

f2(u, v, w) =
∑∞

i,j,k=0 bijkuivjwk,

g(u, v, w) =
∑∞

i,j,k=0 cijkuivjwk.

Also observe that Fh(u, v, w) = g(u, v, w) and from our hyphotheses we
get that:

c000 = b000 = c100 = 0, ; a000 6= 0, and c200.c030 6= 0,
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and in this case we have that Fh/S is (germ-)equivalent to the germ ±ζ3 +
ε1.ι

2; ε1 = ±1.
So we may write g(u, v, 0) = c200u

2 + c030v
3 + h.o.t..

If G = (G1, G2, G3) is a small perturbation of F ∈ -xr, we still have by
continuity that G1(u, v, w) 6= 0, G2

uu(u, v, w) 6= 0, and G3
vvv(u, v, w) 6= 0

for (u, v, w) in a small neighborhood of 0 in IR3. Observe now that g(u, v, 0)
unfolds generically as gα,β(u, v, 0) = c200u

2 + c030v
3 + αv + β + h.o.t.(for

details, see [2]).
We want to prove that any G in B is equivalent to Gα,β where the

singular set of Gα,β is given by the equation:

c1
200u

3 + c1
030uv3 + αuv + βu + h.o.t. = 0,

for some α, β.
As a matter of fact we follow the ideas and techniques contained in [6];

that is, the tools in singularity theory is strongly used to get an equivalence
between the S−singular sets of the vector fields G and Gα,β . After then we
extend some how this equivalence to a full neighborhood of the singularity
in M.

For each G in a small neighborhood(say B) of F we may take a flow box
construction KG and new coordinates (r1, r2, r3) such that G(r1, r2, r3) =
(1, 0, 0) and S = {(r1, r2, r3) : r3 = mG(r1, r2)}, where mG is a C∞−func-
tion in such way that mF (r1, r2) = b1u3 + b2uv3. Notice that the corres-
pondences G → KG and G → mG are continuous with KG ∈ C∞(IR3, IR3)
and mG ∈ C∞(IR2, IR).

Fix G for instance. We look for the points (r1, r2, r3) in S such that G is
tangent to S; this means that we look for those points (r1, r2,mG(r1, r2)),
that are solutions of dmG(r1,r2)

dr1
= 0. So we define a Cr− correspondence ξ :

B, F → IR2, 0 by ξ(G) = (∂G3

∂v (p), G3(p)). So we have that if ξ(G) = (α, β),
then G is equivalent to Gα,β = (1, 0, 0). In the system of coordinates given
for KG, the manifold S is expressed by mα,β = b1u

3 + b2uv3 + αuv + βu.
Now the conclusion of the proof is immediate.

The proofs of next results are similar to that of Lemma 21 and they will
be omitted.

Lemma 22. Let 0 be a S− singularity of Gull type of F ∈ -xr. Then
there exist neighborhoods B of F in -xr, V of 0 in IR3 and a C∞− function,
ξ : B → IR2 such that:

(1) If ξ(G) = 0, then there exists a unique S−singularity of G in V of
Gull type;

(2) Dξ(F ) is surjective.
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Lemma 23. Let 0 be a S− singularity of Butterfly type of F ∈ -xr.
Then, there exist neighborhoods B of F in -xr, V of 0 in IR3 and a C∞

function, ξ : B → IR2 such that:

(1) If ξ(G) = 0, then there exists a unique S−singularity of G in V of
Butterfly type;

(2) Dξ(F ) is surjective.

4.3. Characterization of tangency sets
Let p ∈ M be a critical point of the vector field F ∈ -xr. In the sequel we

may use the following notations: λ1, λ2, λ3 ∈ IR, or λ12 = a± ib, λ3 ∈ IR,
for the eigenvalues of (DF )p.

Let (u1, u2, u3) be a coordinate system in a neighborhood of p such that:

ui(p) = 0 and
∂

∂ui
(p) ∈ Ti, i = 1, 2, 3,

where Ti is the eigenspace associated to the eigenvalue λi of (DF )p.
Let B0 and N0 be, neighborhoods of F and p, in -xr and IR3, 0, respec-

tively. Let us denote by LF the tangency set between F and S. That is:
LF = {q ∈ M : h(q) = Fh(q) = 0}, where h is any implicit definition of S
such that h(p) = 0.

Lemma 24. Let p ∈ S be a critical point of F ∈ -xr. (a) If we have two
eigenspaces transverse to S and Re(λi) 6= Re(λj), for some i 6= j, i, j ∈
{1, 2, 3} then LF is a regular curve; (b) If two eigenspaces are tangent to S
and the other is transverse to S and (Re(λ1)− 2λ3) 6= 0, i ∈ {1, 2, 3} then
LF is a conic curve.

Proof. Let S be expressed by the equation: h(u1, u2, u3) = au1 + bu2 +
cu3 +

∑
i+j+k>1 ai,j,kui

1u
j
2u

k
3 = 0.

We derive that b2 + c2 6= 0, provided that the eigenspaces T2, T3 are
transverse to S.

Call F by FR(resp. FM ) where all the eigenvalues are real (resp. the
eigenvalues are λ12 = k1 ± ik2, k2 6= 0; λ3 ∈ IR).

We may write:

FR(u) = λ1u1 + F̃ 1(u), λ2u2 + F̃ 2(u), λ3u3 + F̃ 3(u)) and

FM (u) = (k1u1 + k2u2 + F̃ 1(u),−k2u1 + k1u2 + F̃ 2(u), λ3u3 + F̃ 3(u)),

where u = (u1, u2, u3).
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We have that,

(FRh)(u) = (aλ1)u1 + (bλ2)u2 + (cλ3)u3 + h.o.t., (1)

(FMh)(u) = (ak1 − bk2)u1 + (ak2 + bk1)u2 + (cλ3)u3 + h.o.t. (2)

We define ζR : N0 → IR2 by ζR(u) = (h(u), Fh(u)) where u = (u1, u2, u3),
and Fh, is either FRh or FMh.

We have that ζR(0) = 0 and

(DζR)0 =
(

a b c
(Fh)u1(0) (Fh)u2(0) (Fh)u3(0)

)
,

where Fh, is either FRh or FMh.
From Equations 1 and 2, we derive the vector fields:

∇(FRh)(0) = (aλ1, bλ2, cλ3) and

∇(FMh)(0) = (ak1 − bk2, ak2 + bk1, cλ3).

By a direct calculation we get that set {(∇h)(0), (∇(Fh)R)(0)} is linearly
independent and (dζR)0 is surjective. So LF = ζ−1

R (0) is a regular curve in
S and so the assertion (a) is reached. We prove item b.

Assume that the tangent eigenspaces to S are T1, T2 and h has the form:

hM (u1, u2, u3) = au2
1 + bu2

2 + cu3 + h.o.t.,

with a = ±1, b = ±1 and c 6= 0.
Hence,

(FRhM )(u) = (2aλ1)u2
1 + (2bλ2)u2

2 + (cλ3)u3 + h.o.t.,

(FMhM )(u) = (2ak1)u2
1 + (2bk1)u2

2 + (2ak2 − 2bk2)u1u2 + (cλ3)u3 + h.o.t..

As before FhM means either FRhM or FMhM . Let us observe that
(∇Fhm)(0) = 0, and so 0 is a critical point of Fh/S .

Moreover,

(FRhM )/S(u) = (2λ1 − λ3)au2
1 + (2λ2 − λ3)bu2

2 + h.o.t.,

(FMhM )/S(u) = (2k1−λ3)au2
1 +(2k1−λ3)bu2

2 +(2ak2−2bk2)u1u2 +h.o.t..
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We define the application ζM : N0 → IR2 by

ζM (u) = ((F̂ h)u1(u), (F̂ h)u2(u)),

where F̂ h, is either (FRhM )/S or (FMhM )/S .
We have that,

ζM (0) = 0 and (DζM )0 =

(
(∇(F̂ h)u1)(0)
(∇(F̂ h)u2)(0)

)
,

where F̂ h, is either (FRhM )/S or (FMhM )/S .
So,

(∇((FRhM )/S)u1(0) = ((2λ1 − λ3)a, 0),

(∇((FRhM )/S)u2(0) = (0, (2λ2 − λ3)b),

(∇((FMhM )/S)u1(0) = (2a(2k1 − λ3), 2k2(a− b)),

(∇((FMhM )/S)u2(0) = (2k2(a− b), 2b(2k1 − λ3)),

As,

det((DζM )0) = (2λ1 − λ3)(2λ2 − λ3) 6= 0

or,

det((DζM )0) = 4ab(2k1 − λ3)2 − 4k2
2(a− b)2 6= 0.

Hence, (DζM )0 is surjective and therefore 0 is a non degenerate critical
point of Fh/S and LF is a conic curve. Moreover, LF is a point or an
ellipse provided that (2Re(λ1) − λ3)(2Re(λ2) − λ3)ab > 0. Otherwise, in
the case that the last expression is negative LF is a pair of straight lines
or a hyperbola.

Let us take a coordinate system u = (u1, u2, u3) with u(p) = 0, such
that: h(u1, u2, u3) = u3.

So LF is expressed by: LF = {q ∈ IR3 : q = (u1, u2, 0), F 3(q) = 0}.
Denote αi = ∂F 3

∂ui
(p), i = 1, 2. We have that:

Corollary 25. Let p ∈ S be a critical point of F ∈ -xr.

(1) If α2
1 + α2

2 6= 0, then LF is a regular curve in S;
(2) if α2

1 + α2
2 = 0, and Hess(F 3

/S) 6= 0, then LF is a conic curve in S.
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Lemma 26. Consider as above B0 and N0. Let G ∈ B0.

(1) if we have two eigenspaces transverse to S and Re(λi) 6= Re(λj), for
some i 6= j, i, j ∈ {1, 2, 3}, then G is tranverse to S at pG;

(2) if the eigenspaces is such that, at least two of them are tangent to S,
and (Re(λ1) − 2λ3) 6= 0, i ∈ {1, 2, 3}, then, either LG is a conic curve in
S, or LG is empty.

Proof. We define applications ζR : B0×N0 → IR2 and ζM : B0×N0 →
IR3, by ζR(G, u) = ζR(u) and ζM (G, u) = ζM (u) where u = (u1, u2, u3).

The first item is reached from Lemma 24. Moreover, Lemma 24 guaran-
tees the existence of a unique point p̃G ∈ N0 such that is

(Gh/S)u1(p̃G) = 0 and (Gh/S)u2(p̃G) = 0,

for each G ∈ B0. Moreover, Hess((Gh/S)(p̃G)) 6= 0, (Gh/S)(p̃G) = 0 and
(Gh/S)(p̃G) 6= 0.

If (Gh/S)(p̃G) = 0, then p̃G is a non degenerated critical point of (Gh/S)
and Hess((Gh/S(p̃G))) has the same sign as Hess((Fh/S(0))).
So if Hess(Gh/S(p̃G)) < 0, then LG, either is a a pair of straight lines, or
a hyperbola. Otherwise, LG, is either a point or a ellipse.

If (Gh/S)(p̃G) 6= 0, then at p̃G we have that G is transverse to S.

Lemma 27. Let p ∈ S be a singularity of F ∈ -xr and λ1, λ2, λ3 be the
eigenvalues of (DF )p. Call by Ti, i = 1, 2, 3 the eigenspace associated to
λi, i = 1, 2, 3. Assume one of the following possibilities:

(1) λ1, λ2, λ3 ∈ IR, and λi 6= λj ∀i 6= j;
(2) λ1 = λ2 6= λ3 ∈ IR, and rank((DF )p − λ1Id) = 2;
(3) λ12 = a±ib, b 6= 0, λ3 ∈ IR. Then, the set {(∇h)p, (∇Fh)p, (∇F 2h)p}

is linearly independent.

Proof. Let (u1, u2, u3) be a coordinate system in a neighborhood of p
such that ui(p) = 0, and ∂

∂ui
(p) ∈ Ti, i = 1, 2, 3.

Let h(u1, u2, u3) = au1+bu2+cu3+
∑

i+j+k>1 ai,j,kui
1u

j
2u

k
3 , where a, b, c,

are nonzero real numbers.
Case (1) Write F in the following way:

F (u) = (λ1u1 + F 1(u), λ2u2 + F 2(u), λ3u3 + F 3(u)),

with u = (u1, u2, u3) and F i(0) = 0, i = 1, 2, 3.
Thus, Dr = det((∇h)0, (∇Fh)0, (∇F 2h)0) = 0 if and only if λi = λj , for

some i 6= j, i, j = 1, 2, 3.
Case(2) We write F as:
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F (u1, u2, u3) = (λ1u1 + h.o.t., u1 + λ1u2 + h.o.t., λ3u3 + h.o.t.).

Thus, D∗
r = det((∇h)0, (∇Fh)0, (∇F 2h)0) = 0 if and only if λ1 = λ3.

Case (3) In this case F can be expressed by:

F (u1, u2, u3) = αu1 + βu2 + h.o.t,−βu1 + αu2 + h.o.t, λ3u3 + h.o.t).

So, we get that

Dc = det((∇h)0, (∇Fh)0, (∇F 2h)0) 6= 0,

and the proof is finished.

Lemma 28. Let p ∈ S be a critical point of the vector field F such that
all associated eigenspaces Ti, i = 1, 2, 3 are transverse to S at p. Then
there are neighborhoods B of F in -xr and N of p in M, and a unique
Cr−1− application σ : B → IR3, σ(G) = p̃G, such that:

(1) p̃G is a unique point in N, satisfying h(p̃G) = Gh(p̃G) = G2h(p̃G) =
0;

(2) p̃G is either a critical point of G( when G3h(p̃G) = 0) or a cusp
singularity of G;

(3) If q ∈ LG, with q 6= p̃G, then q is a Fold singularity of G.

Proof. Let (u1, u2, u3) be a coordinate system in a neighborhood of p
such that: ui(p) = 0, ∂

∂ui
(p) ∈ Ti, i = 1, 2, 3 where Ti is the eigenspace

associated to the eigenvalue λi of (DF )p, and h(u1, u2, u3) = au1 + bu2 +
cu3 +

∑
i+j+k>1 ai,j,kui

1u
j
2u

k
3 , where a, b, c nonzero real numbers.

Let us consider neighborhoods B0 ⊂ -xr of F ∈ Σ2(a), and N0 of
p in M. We define the application: ζ : B0 × N0 → IR3 by ζ(G, p) =
(h(p), Gh(p), G2h(p)).

We have that ζ(F, 0) = 0 and ∂ζ
∂p (F, 0) =




(∇h)0
(∇Fh)0
(∇F 2h)0


 and from

Lemma 27 we have that det
(

∂ζ

∂p
(F, 0)

)
6= 0.

So there exist neighborhood B ⊂ B0 of F and N ⊂ N0 of p and a unique
function σ : B → IR3, σ(G) = p̃G, such that for G ∈ B, ζ(G, p) = 0 only if
p = σ(G). This proves the first item.

Assume now that G3h(p̃G(G)) = 0. We have that:

(Gh)(p̃G) + (G2h)(p̃G) + (G3h)(p̃G) = 0 and
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G(p̃G)(∇h)p̃G
+ G(p̃G)(∇Gh)p̃G

+ G(p̃G)(∇G2h)p̃G
= 0.

From Lemma 27 we have that the set {(∇h)p̃G
, (∇Gh)p̃G

, (∇G2h)p̃G
} is

linearly independent. Thus, G(p̃G) = 0.
Now, let q ∈ LG, with q 6= p̃G. We have that H(q) = 0; Gh(q) = 0.
If G2h(q) = 0, thenq = p̃G. Otherwise, we have that q is a singularity of

G of Fold type.

Lemma 29. Let p ∈ S be a Tangent Focus singularity of F ∈ -xr and
Hess(Fh/S) > 0. If G is close of F, in -xr then LG, either has two sin-
gularities of Cusp type, or has a singularity of Dove’s Tail type, or all
singularities are of Fold type.

Proof. By Lemma 26, we know that for a vector field G in a neighbor-
hood of F, LG is a conic curve. In this case, or LG is reduced to a point,
or it is a ellipse or it is still empty(in the last case G is transverse to S) .

Assume that h(u1, u2, u3) = ku3 + h.o.t. In this case, the eigenvalues of
(DF )p are a+bi, a−bi, λ3 6= the and the respective eigenspace is transverse
to S. From Lemma 15, and [14], a C∞− normal form of G is G(u) =
(G1(u), G2(u), G3(u)) where:

G1(u) = au1 − bu2 + ι1u1σ − ι2u2σ + ι3u1σ
2,

G2(u) = bu1 + au2 + ι2u1σ + ι1u2σ + ι3u2σ
2,

G3(u) = ku1 + u2 + λ3u3 + u2
1 + u2

2 + ι4u3σ,

u = (u1, u2, u3), k 6= 1, ι1, ι2, ι3, ι4 are constant and σ = (u2
1 + u2

2)
mun

3 ,
with m,n are the smallest non negative integers such that m + n > 0 and
2ma + nλ3 = 0. The genericity condition is given by 2mι1 + nι4 6= 0.

For simplicity in the analysis of the diagram of bifurcation, we consider
h(u1, u2, u3) = u3 and the C0− universal unfolding of G, given by:

G(u) = Fα,β(u) = (au1 + bu2,−bu1 + au2, λ3u3 + ε1u
2
1 + ε2u

2
2 + αu1 + β),

where u = (u1, u2, u3), ε1ε2 > 0 and a 6= 0, b 6= 0, and a 6= λ3.
Let us calculate Gh/S ,G2h/S . For simplicity, consider a = b = −1 and

ε1 = ε2 = 1.

Gh/S(u1, u2) = u2
1 + u2

2 + αu + β, and (3)

G2h/S(u1, u2) = −2u2
1 − 2u2

2 − a(u1 + u2). (4)

Along LG, we have:

u2 = u1 +
2β

α
; α 6= 0 and (5)
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G2h
/LG(u1)=2u2

1+
α2+4β

α u1
+

(α2 + 4β)β
α2

. (6)

If α = 0, we have that G2h/LG
= 2β = 0 ⇔ β = 0(that is to say G = F.)

We have that ∆ = 0 ⇔ α2 = 4β or α2 = −4β, where ∆ = (α2+4β)(α2−4β)
α2 .

So the equation G2h/LG
= 0 has either two simple roots, or a double

root, or no roots. Let q be any such root.
If ∆ = 0 then we have that q is a singularity of G of Dove’s Tail type; if

∆ > 0, then q is a singularity of G of Cusp type. In this case we have two
Cusps singularities. Finally, if G2h/LG

(q) 6= 0, ∀q (∆ < 0 ), then LG, only
has folds singularities of G.

The proof of next Lemma will be omitted.

Lemma 30. Let p ∈ S be a Tangent Focus singularity of F such that
Hess(Fh/S)(p) < 0. If G is close to F, then LG, or has two singularities
of the Cusp type, or a singularity Dove’s Tail type, or all singularities are
of Fold type.

4.4. Structural Stability
In this section we study the relative structural stability in -xr

2 = -xr −
(Σ0 ∪ Σ1).

We divide the study in two parts. First, we deal with Σ2(a). In this
case, we used the geometric road to find the homeomorphism (equivalence)
between the vector fields. The other case, Σ2(b), is treated via theory of
singularities of applications.

4.4.1. Hyperbolic Critical Point

In what follows we outline the construction of the equivalences that as-
sures the structural stability in Σ2. We will use the geometric road , and
we will use several results and techniques contained in [9], [10] and [11].

Let F ∈ -xr with F (p) = 0. In the proceeding sections we have char-
acterized Σ2 by means of disjoint union of several subsets. Observe that
associated to each subset always there is a germ of mapping ξ : Σ2 → IR2.

In this section this notation is assumed.
Let V and B be small neighborhoods of p and F respectively. For each

G ∈ B we distinguish the subsets in V :

(1) the boundary of V ;
(2) The submanifold S, the curve, LG, and IG = ∪q∈LG

(ϕt(q)), IG ∩ S,

where ϕt(q) is the flow of G ∈ B with ϕ0(q) = q ∈ V ;
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(3) The singularity pG and p̃G are distinguished, as well as their trajec-
tories;

(4) For each singularity listed in Definition 6, we consider:

(a) The two-dimensional invariant manifold W12 of G tangent to the
linear space generated by T1 and T2;

(b) The unidimensional invariant manifold W3 of G tangent to T3.

(5) We also include all the intersections between any distinguished sets
listed above.

Associated to each G close to F in -xr we may (and do) define an
useful stratification, E0, E1, E2, and E3 = V with dim(Ei) = i. They are
essential in our analysis. We will use the notation contained in [11]. In fact
the strata are distinguished sets for any required equivalence between the
systems in question.

If pG = p̃G then, from Lemmas 26 and 28, E0 ⊂ S. If pG 6= p̃G, then we
have that pG ∈ E0(G) and pG /∈ S.

We have to consider the following cases:

(1) If pG is not a saddle, we have that G is transverse to ∂V ;
(2) If pG is a saddle, we distinguish the one-dimensional submanifold of

∂V, formed by the external tangencies between G and ∂V. This submanifold
is included in the list of distinguished set and it is far away from LG;

(3) When pG is a tangent focus, we distinguish the intersection between
W12 and ∂V.

Proposition 31. Let F ∈ σ2. There exist neighborhoods V of p in M

and B of F in -xr such that:

(1) (F, p) is C∞− equivalent to the (G, pG) ∈ (B × V ) if and only if
ξ(G) = 0;

(2) if G1, G2 ∈ B and ξ2(G1).ξ2(G2) > 0 then (G1)/V is C0− equivalent
to (G2)/V , where ξ = (ξ1, ξ2) is the submersion defined in Section 4.

Proof. We only provide an outline of the proof.
Let p ∈ S be a critical point of F of the type Σ2(a) and we prove the

sufficiency.
Innitially, we observe that due to the definition of critical point of type

Σ2(a), this behavior persists for small perturbations of F in -xr
2 and the
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homeomorphism is firstly defined on ∂V, and then extended to a full neigh-
borhood as a stratificated application. From Lemma 3.2, in [10], we get
that any trajectory passing throught q ∈ IF ∩ ∂V meets LF just once.

Except the Tangent Focus case, the homeomorphism is built in the same
way as in Theorem A of [11] applied for W12. Observe that W12 separates
V in two distinct components, and depending on the sign of λ3 (positive or
negative), we consider the homeomorphism built just as in [10] (Proposition
3.6, pg 182), in the cases Node (λ3 < 0 ) or Saddle-Node (λ3 > 0 ). The
homeomorphism still preserves the elements: C = W12∩∂V, q3 = W3∩∂V

and U = IF ∩ ∂V. In the case λ3 > 0, U is formed by two curves U1 and
U2, and we still have a curve T, formed by the external tangency of F with
∂V. See Figure 1.

FIG. 1. Cases: Saddle-Node, Hopf, 2-Node, 2-Hyperbolic and 2-focus

In the Tangent Focus case, we separate the study in two subcases (see
Lemmas 19, 29 and 30):

(i) Hess(Fh/S) > 0 and (ii) Hess(Fh/S) < 0.

In the first case, we should observe:

(1) LF is a point, and it coincides with pF ;
(2) W12 ∩ ∂V is a closed curve C;
(3) F is transverse to the ∂V ;
(4) q3 = W3 ∩ ∂V.

We impose that C, q3 must be preserved by the homeomorphism. See
Figure 2.
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FIG. 2. Case: Tangent Focus

When Hess(Fh/S) < 0, we observe that:

(1) LF is a pair of straight lines at pF ;
(2) W12 ∩ ∂V is a pair of arcs C1, C2;
(3) F is transverse to the ∂V ;
(4) q3 = W3 ∩ ∂V.

Lemmas 29 and 30, guarantee the persistence of the elements above
mentioned after perturbations. As before we define the homeomorphism
on ∂V taking in account the distinguished elements, and then we extend
to V (applying for example, the technique of arc length).

We now prove the reciprocal of item (1) of Proposition 31.
Let G1, G2 ∈ B be, such that ξ2(G1)ξ2(G2) > 0. We will proceed the

construction of the equivalence between G1 and G2 as in the part 1.
Let us notice that for any G ∈ B with ξ(G) 6= 0, we still distinguish

the following set: p̃G, µG = LG ∩W, where W is a 2-dimensional invariant
manifold of G or ∂V, as well as the trajectories of G passing through it.
Let us consider W12 be an attractor and:

(1) If W3 is an attractor, then U = IG∩∂V is a closed interval in ∂V with
extreme point on LG, transverse to the strong two-dimensional invariant
manifold of F ;

(2) If W3 is repeller, then U = IG ∩ ∂V is composed two semi-intervals
U1 = [a1, b1), U3 = [a3, b3) and a closed interval U2 = [a2, b2] where b1, b3

are in the one-dimensional invariant manifold of G and a1, a2, a3, b2, are
in the trajectories of G passing through LG ∩ ∂V. We should mention, G



CODIMENSION-TWO SINGULARITIES 425

come in(or comes out) of V in U1 and U3 and come out (or come in) of V

in U2. In addition there trajectories of G passing through p̃G and µG meet
∂V inside U2.

We classify the trajectories of G in the following way:

(1) the trajectories of G which enter or leave V in finite time, and stay
away from LG;

(2) the trajectories which has a unique external tangency point with ∂V ;
(3) the trajectories which enter or leave V passing through points differ-

ent from µG;
(4) the trajectories passing through U1, U2, U3;
(5) This class is composed by PG.

Now we conclude the proof as above (proof of sufficiency).

4.4.2. Tangencial Singularities

Consider coordinates ξ = (ξ1, ξ2, ξ3), in a neighborhood of p ∈ S such
that F = ∂

∂ξ1
. Let ξ3 = η(ξ1, ξ2) be a solution of h(ξ1, ξ2, ξ3) = 0 with

η(0, 0) = 0, where S = h−1(0). We fix N = {ξ1 = 0} being a transverse
section to F in p.

Define now the application, σF : S, p → N, p by:

σF (ξ1, ξ2, η(ξ1, ξ2)) = (0, ξ2, η(ξ1, ξ2))

This mapping σF is of the same diferenciabillity class as F and it is called
projection of S along the orbits of F on N (details in [9]).

In this section, we will use the theory of singularities of applications.
The following results are fundamental:

Theorem 32 (V. I. Arnol’d, [1]). In the space of the smooth compact
hipersurfaces in IR3, there is an open and dense set formed by surfaces
whose projections of any observation point and in any direction it is locally
equivalent to the projection of one of the 10 surfaces, of the following list,
in (0, 0, 0), along the axis x :

1-Regular: z = x;
2-fold: z = x2;
3-Cusp: z = x3 + xy;
4-Lips: z = x3 + xy2;
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5-Bec to Bec: z = x3 − xy2;
6-Dove’s Tail: z = x4 + xy;
7-Goose: z = x3 + xy3;
8-Gull: z = x4 + x2y + xy2;
9-Butterfly: z = x5 + x3y ± xy.

These projections are pairwise inequivalent. The singularities of the pro-
jections of the list are not removable by a small perturbations of the surface.

Singularities of types 2 and 3 are used in the classification of codimension-
zero singularities whereas types 4, 5 and 6 are used in the classification of
codimension-one singularities (see [5] ). Rieger in [7], proved that the types
7, 8 and 9 are of codimension-two in this space. We use these types in the
classification of the codimension-two singularities(em -xr ).

Next result is given in [7] (Lemmas 1.3.2 and 1.3.3.)

Theorem 33 (J. H. Rieger, [7]). The normal forms:

Goose: z = x3 + xy3 + αxy + βx;
Gull: z = x4 + x2y + xy2 + αxy + βx;
Butterfly: z = x5 + x3y ± xy + αx3 + βx2,

are the universal unfolding of z = x3 + xy3, z = x4 + x2y + xy2, z =
x5 + x3y ± xy, respectively.

Next two results come directly from Theorem 32 and of Theorem 33.

Proposition 34. The point p ∈ S is a singularity of F of type Σ2(b) if
and only if σF is Cr− equivalent (in the usual sense of theory of singula-
rities of applications) to one of the following applications:

Goose: σ21 = (x3 + xy3, y);
Gull: σ22 = (x4 + x2y + xy2, y);
Butterfly: σ23 = (x5 + x3y ± xy, y)

Proposition 35. The normal forms of the unfolding of a singularity of
the F in Σ2(b), are:

Goose: F (x, y, z) = (1, 0, 0) and h(x, y, z) = z − x3 + xy3 + αxy + βx;
Gull: F (x, y, z) = (1, 0, 0) and h(x, y, z) = z−x4 +x2y+xy2+αxy+βx;
Butterfly: F (x, y, z) = (1, 0, 0) and h(x, y, z) = z−x5 +x3y±xy+αx3 +

βx2.
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The proof of the following result will be omitted.

Lemma 36. The normal forms of the unfolding of a singularity of the
vector field F in Σ2(b), are given by:

Goose: Fα,β(u, v, w) = (1, 0,−3u2 − v3 + αv + β);
Gull: Fα,β(u, v, w) = (1, 0, 4u3 + 2uv + v2 + αv + β);
Butterfly: Fα,β(u, v, w) = (1, 0, 5u4 + 3εu2v + v + αu2 + βu).

Let us observe that the stability in Σ2(b), proceeds directly from Theo-
rem 32.

5. CODIMENSION-TWO SINGULARITIES OF
REVERSIBLE VECTOR FIELDS

Denote Ω2 = Ω \ ν1.
We define the subset ν2 of Ω2 in the following way: “X ∈ ν2 if and only

if the origin is a codimension-two singularity of F = F (X) ∈ Σ2.”
It proceeds from the definition of ν2 and Theorem D that:

Proposition 37.

(i) ν2 is open and dense in Ω2;
(ii) any element X in ν2 is structurally stable relative to Ω2;
(iii) ν2 is a codimension-two submanifold of Ω;
(iv) any mapping η : IR2 → Ω transverse to ν2 at X in ν2 is (pointwise)

C0− equivalent to

Xαβ = (zf1
αβ(x, y, z2), zf2

αβ(x, y, z2), gαβ(x, y, z2))

where Fαβ(u, v, w) = (f1
αβ(u, v, w), f2

αβ(u, v, w), gαβ(u, v, w)) is one of the
normal forms listed in the Theorem D.

Remark 38. We say that two families of vector fields Zλ and Zµ in χr

with λ ∈ Rm, 0 and µ ∈ Rk are C0− equivalent if there is a reparametriza-
tion µ = µ(λ) such that Zλ is C0− equivalent to Zµ(λ) for every λ. Here,
we are not requiring continuity with respect to λ.

The proof of Theorem A is a direct consequence of the last proposition.
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