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In this note we explore how simple tools from differential geometry can
be used to analyze the behavior of some solutions curves for the Mixmaster
universe equation.
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1. INTRODUCTION

The Bianchi universes are space-times with spatially locally homoge-
neous geometry, and thus their gravitational fields are simply functions of
time. In these cases the Einstein field equation, a nonlinear partial dif-
ferential equation, reduces to a system of nonlinear ordinary differential
equations. These Bianchi models serve as useful paradigms for studying
the nonlinear behavior, and especially the possible chaotic behavior, of the
Einstein equations. In particular, these models are useful for investigating
the singularities of the evolution of such a universe, where one can study
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0100252. Both authors wish to thank the referee for useful comments.
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the behavior of the space-time singularities using methods from the theory
of dynamical systems.

The Bianchi IX universe, or Mixmaster universe, is a Bianchi universe
with three spacial dimensions. “Mixmaster dynamics” was first investi-
gated by Belinskii, Khalatnikov and Lifshitz [1] and Misner [2]. Simple
introductory accounts of this model are given in [3, 4]. If one further as-
sumes the “empty-space condition” or “vacuum cosmology condition,” one
obtains a space-time metric ds2 = −dt2 + diag(x1(t), x2(t), x3(t)), where
x1, x2, and x3 are solutions of the following system of coupled ordinary
differential equations:
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The solutions x1 = x1(t), x2 = x2(t) and x3 = x3(t) determine the
volume of the universe at time t by vol(t) = x1(t) · x2(t) · x3(t). Since the
volume of the universe must be non-negative, solutions with x1, x2 or x3

negative are not considered “physically relevant”, and will not considered
in this paper.

A big bang corresponds to vol(−t0) = 0 and big crunch corresponds to
vol(t1) = 0 for some solution curve. Clearly the only way for vol(t) to
approach 0 is for limtk→t0 min{x1(tk), x2(tk), x3(tk)} = 0, and it is known
that this sometimes occurs with wild permutations in the directions of the
minimum along the sequence.

The system of differential equations is singular when x1, x2 or x3 = 0. In
particular, the usual existence and uniqueness theorems for solutions of the
initial value problem can not be applied at singularities, and little seems to
be known about the long-term existence of solutions (up to singularities)
[5].

It is well known that system (1) is a Hamiltonian system with Hamilto-
nian H given by
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In the literature, equations (1) and (2) are often rewritten using the
parameters α = log x1, β = log x2 and γ = log x3. One obtains equivalent,
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but more concise formulations of (1) and (2) given by
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Here we understand ˙( )= d
dτ = (x1x2x3) d

dt and ¨( )= d2

dτ2 = (x1x2x3)2 d2

dt2 +
(x1x2x3)(x′1x2x3 +x1x
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d
dt . This equivalent system is a system

of regular ordinary differential equations.
The aim of this note is to apply simple tools in differential geometry to

analyze some qualitative features of certain solution curves to (1) in certain
regions. Since (1) is a Hamiltonian system, we can apply the Maupertius
Principle, and thus after a suitable time parametrization, some trajectories
can be interpreted as geodesics for a suitable metric on a subset of R3.
Since the kinetic energy is not positive definite, formally, one needs to
apply a generalized version of the Maupertuis Principle. Properties of the
metric, such as curvature, determine important qualitative features of the
solution curves. Although this approach is limited to studying solutions
curves in regions where the hypothesis of the Maupertuis Principle are
satisfied (where the potential for the associated Lagrangian is negative), it
is particularly interesting in two respects:

(i) The explicitly computable Christoffel symbols provide simple quali-
tative descriptions of how the associated geodesics, and thus the solutions
to (1), evolve.

(ii) The regions where the geometric picture applies, and where the
Christoffel symbols (and sectional curvatures) attain different values are
particularly beautiful in structure; their appearance provide insights into
the highly complicated and subtle behavior of some solutions to (1).

2. QUALITATIVE FEATURES

We begin by recalling some well known general observations.

Lemma 1. When α, β, and γ are all very negative, the solutions of (3)
are close to linear.
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Proof. By inspection, when α, β, and γ are all very negative the equa-
tions (3) are approximated by α′′ = β′′ = γ′′ = 0. The solutions of these
three equations are linear functions.

We now show that the volume is convex function along zero-energy so-
lution curves.

Lemma 2. When H = 0, the (log) volume function − log vol(t) is a
convex function of t.

Proof. Adding the three equations in (1) we have that
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We can then write
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In particular, we see that log vol(x1x2x3) increases monotonically to a
unique maximum and decreases monotonically, and thus the same for the
product x1x2x3.

The following corollary follows immediately from the convexity of vol-
ume.

Corollary 3. One of the following three scenarios must occur:

(i) The volume vol(t) starts from zero at time t0, increases monotonically
to a unique maximum, and decreases monotonically to zero at time
t1;

(ii) The volume vol(t) starts from zero at time t0 and increases without
bound as t → +∞;

(iii) The volume vol(t) starts from zero at time t0 and increases to a finite
limiting value as t → +∞;

Besides the obvious physical significance, this lemma is also helpful when
interpreting numerical approximations, which we call numerical solutions,
to (1) and (3). Here one only needs to consider solution curves defined on
(t0, t1), where t0 < 0 < t1 such that vol(t0) = 0 = vol(t1) and vol(t) is
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strictly positive for intermediate values t ∈ (t0, t1). Although the actual
solutions are singular at t0 and t1, the numerical solutions may seem to
exist on a larger time interval, and this extra piece of solution may be
discarded.

Example. Consider the solution of equation (1) with initial point
(x1(0), x2(0), x3(0)) = (1, 4, 1) and initial vector (x′1(0), x′2(0), x′3(0)) =
(0, 1,−15.75). The value of x′3(0) was chosen after the other five values
to ensure that H = 0. Figure 1 contains a Mathematica plot of a numeri-
cal solution in the range t0 < t < t1, where t0 = −85 and t1 = 0.065. We
shall want to concentrate on the orbit segment in the range t2 < t < t3,
where t2 = −1.4 and t3 = −0.45 (see Figure 2), for on this range the orbit
can be interpreted as a geodesic (see Section 3). We will return to this
example several times throughout the paper.
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FIG. 1. The full orbit with parameter t0 < t < t1 for t0 = −85 and t1 = 0.065.

3. METRICS AND GEODESIC FLOWS

There are various ways one can try to analyze such a complicated system
of differential equations as (1). The corresponding dynamical system seems
far from any of the well-studied classes, e.g., Morse-Smale flows, hyperbolic
flows, etc. In this note we adopt a geometric viewpoint. More precisely,
the solutions to (1) arise from a Hamiltonian flow, which by a suitable
parametrization, can be reinterpreted as a geodesic flow for a suitable met-
ric on a subset of R3.

The following simple proposition illustrates how geometry effects the
behavior of geodesic curves, in the simpler case of a geodesic flow on a
surface.
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FIG. 2. Part of the orbit in the range t2 < t < t3.

Proposition 4. Consider an open subset U of R2 with a Riemannian
metric ds2 = Edx2

1 + 2Fdx1dx2 + Gdx2
2.

(i) The local behavior of a geodesic γ is explicitly determined by the
Christoffel symbols, and is only implicitly determined by the curva-
ture.

(ii) If the surface has negative curvature in an open set U containing p,
then the geodesic flow exhibits sensitive dependence on initial condi-
tions in U .

Proof. A geodesic γ is a solution of the following system of differential
equations
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If we assume, without loss of generality, that local coordinates are cho-
sen near a point such that at the point dγ

ds = (1, 0), then this system of
differential equations reduces to

d2γ(1)

ds2
= Γ1

11 and
d2γ(2)

ds2
= Γ2

11.

Intuitively, the geodesic “bends to the left” if Γ1
11 < 0 and “bends to

the right” if Γ2
11 < 0. The curvature is given by the more complicated
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expression

κ = (1/E)(Γ2
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12)),

and there is no simple connection between the nature of γ and κ, although
they are implicitly related.

By contrast the curvature directly effects the parallel Jacobi fields for γ.
Following the standard proof (via the Riccati equation) [6], one sees that
negative curvature causes (local) exponential growth of most parallel Jacobi
fields, which we interpret as sensitive dependence on initial conditions.

Geometry in three dimensions is more complicated than in two dimen-
sions and requires more sophisticated geometric analysis. For instance, in
dimension three there are, before symmetries, 27 Christoffel symbols, while
in dimension two there are only 8 Christoffel symbols.

Starting with the Hamiltonian H, we consider the potential
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From these expressions for V one immediately sees that the algebraic va-
riety {V = 0} is the union of four planes and is invariant under the group
of symmetries of the cube centered at the origin.

The associated Lagrangian L = H − V on TR3 = R6 takes the form

L(q, v) = (v1v2 + v2v3 + v3v1)− V (q),

where q = (α, β, γ). We assume that the energy E of the system is zero, 1

and define the metric

ds2 = −V (q) (dx1dx2 + dx2dx3 + dx3dx1) ,

whenever V (q) < 0.
In matrix notation we get

(gij) = V
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 and (gij) = − 1

V



−1 1 1
1 −1 1
1 1 −1


 .

This metric is non-degenerate and symmetric, but is not Riemannian. In
the region where V (q) < 0, the matrix (gij) has index two (two nega-
tive eigenvalues). However, much of the theory of Riemannian geometry

1Some authors relax this hypothesis and assume that the energy E 6= 0 [7].
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carries over directly to non-Riemannian metrics [8]. The relation between
geodesics of the metric and solutions of (1) is given by the following classical
result.

Proposition 5. (Maupertuis Principle) [9, 10] On the subset W ⊂ R3

where −V (q) > 0, the solutions to (1) are reparameterized geodesics γ(t) =
(γ(1)(t), γ(2)(t), γ(3)(t)) for the metric (gij).

The region of definition of the metric is the semi-algebraic set W

W = {(x1, x2, x3) : − V (x1, x2, x2) > 0}
= {(x1, x2, x3) : x4

1 + x4
2 + x4

3 > 2(x2
1x

2
2 + x2

2x
2
3 + x2

1x
2
3)}.

The region W is clearly symmetric under permutation of the axes and
does not contain the origin. Solutions to (1) may exist outside of W ,
but they lose their interpretation as geodesics. One can easily check the
following facts.

Lemma 6.

(a) The set W does not intersect the diagonal D = {(x1, x1, x1)}2; and
(b) The set W is disjoint from the faces of the positive quadrant.

We can try to visualize the function V (x1, x2, x3) by considering cross
sections in the x1x2-plane for fixed values of x3. In Figure 3, we present
both the three dimensional plots and density plots of the three sections
V (x1, x2, 2), V (x1, x2, 4) and V (x1, x2, 6) for 0 ≤ x1, x2 ≤ 10.

Example revisited. In the example we described in the previous section,
one can easily check that V (1, 4, 1) = −3.3975 < 0, so that the solution
is, at least initially, in the domain W of interest. To help study the orbit
in W , we plot the potential function V along the orbit, and we obtain the
plot shown in Figure 4. In particular, we observe that the restriction to
the range t2 < t < t3, where t2 = −1.4 and t3 = −0.45 gives V (t) < 0, and
thus this portion of the orbit corresponding to a geodesic.

The geodesics γ(t) = (γ(1)(t), γ(2)(t), γ(3)(t)) for the metric ds2 are solu-
tions of the system of differential equations

d2γ(k)

dt2
+

3∑

i,j=1

Γk
ij

dγ(i)

dt

dγ(j)

dt
= 0,

2Although, when E < 0 the set W intersects the diagonal D in the set
{(x1, x1, x1) : x1 ∈ (0, 3/

√
2|E|)}, and for E ≥ 0 the set W is disjoint from the di-

agonal.
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FIG. 3. Three cross sections of values for the function V .

FIG. 4. The value of the function V along the orbit.

where Γk
ij is the Christoffel symbol defined by

Γk
ij =

1
2

3∑

l=1

gkl

(
∂glj

∂xi
+

∂gli

∂xj
− ∂gij

∂xl

)
. (5)

The relationship between the naturally parameterized solution curves
to (1) and the geodesics can be immediately seen from the definition of
the metric. In particular, the reparameterization of the geodesics tends to
infinity as (−V ) → 0. This corresponds to the singularities that occur in
the solution curves for (1).

4. CHRISTOFFEL SYMBOLS AND THE BEHAVIOR OF
SOLUTIONS

We already observed that when α, β,γ are small the solutions of (3) are
close to linear. A more refined analysis of the equations for the geodesic
flow reveals more on the eccentric behavior of the orbits.
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We see from the definitions that gij = 1
2 (1 − δij)(−V ) and the inverse
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Christoffel symbols always have the symmetry Γk
ij = Γk

ji. Looking at the
denominators in this expression, it is immediate that the geodesics, and
thus the solution curves of (1), tend to bend more rapidly

1. as V → 0; or
2. as x1, x2, or x3 → 0.

In this case it is the sign of the Γk
ij which determines the directions in

which the geodesic bends. This is easily determined using the formula
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above. For example, if γ̇(0) = (v1, v2, v3) ∈ R3, then the pull in the x1-
direction, say, is determined by (d2γ(1)/ds2)(0) = 〈(d2γ/ds2)(0), (1, 0, 0)〉,
and thus the sign of

(d2γ(1)/ds2)(0) =
3∑

i,j=1

Γ1
ijvivj . (6)

To complete this section, we apply our general geometric principle in a
few simple cases.

Proposition 7. (Application of geometric principle)

Case 1. Assume that the geodesic is directed along the diagonal. In par-
ticular, γ(1)(0) = γ(2)(0) = γ(3)(0) and (dγ(1)/dt)(0) = (dγ(2)/dt)(0) =
(dγ(3)/dt)(0). An easy calculation shows that for each fixed k = 1, 2 or 3,
the Christoffel symbols sum to zero, and we deduce from (6) that

d2γ(1)

dt2
(0) =

d2γ(2)

dt2
(0) =

d2γ(3)

dt2
(0).

Thus the geodesic initially proceeds along the diagonal. 3

Case 2. Assume that the geodesic is initially directed parallel to the x3-
axis. Then (dγ(3)/dt)(0) = 1 and (dγ(1)/dt)(0) = (dγ(2)/dt)(0) = 0 and
then (1.1) reduces to

d2γ(1)

dt2
(0) = Γ1

33(0) = 0 and
d2γ(2)

dt2
(0) = Γ2

33(0) = 0,

and the geodesic initially proceeds along a straight line.

Case 3. Let us consider the case where x1(0) >> x2(0) >> x3(0). In
particular, the initial point is closest to the x1x2-plane. Then the Christoffel
symbols satisfy

Γ3
12 ∼ 1/(2x3) + O(1/(2x2), x1/V x2

2x
2
3)

Γ3
13 ∼ 1/(2x3) + O(1/(2x2), x1/V x2

2x
2
3)

Γ3
23 ∼ 1/(2x3) + O(1/(2x2), x2/V x2

1x
2
3).

For example, when (x1, x2, x3)=(100, 10, 1), we have that Γ3
12 =−0.453346.

When (x1, x2, x3) = (10000, 100, 1), we have that Γ3
12 = −0.495048. If for

3The referee pointed out that “along the diagonal” the system of differential equations
(1) with xk(t) = x(t), k = 1, 2, 3 reduces to the scaler equation xx′′ + 2x′2 = −1/2. As
long as x(0) 6= 0, a solution of the initial value problem exists, which means that the
solution continues along the diagonal.
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a geodesic γ, γ(0) is in the positive quadrant and γ heads toward the x1x2-
plane, then the principal terms dominate, and thus (d2γ(3)/ds2)(0) < 0,
i.e., the geodesic is deflected away from the plane.

5. CURVATURE AND SENSITIVE DEPENDENCE ON
INITIAL CONDITIONS

The curvature of the region W with respect to these metrics has been
studied by Aizawa, Koguro and Antoniou in [12]. We refer there for a
discussion of the behavior of the sectional curvatures across the space.
However, instead of studying the behavior of a single geodesic, we can
take our lead from the theory of Anosov systems and consider families of
nearby geodesics, so that we can consider the instability of these orbits.
In particular, the behavior of nearby orbits is directly influenced by the
behavior of Jacobi fields, and thus in turn explicitly by the curvature.

We can express the curvature in terms of Christoffel symbols

Rs
ijk =

3∑

l=1

Γl
ikΓs

jl −
3∑

l=1

Γl
jkΓs

il +
∂

∂xj
Γs

ik −
∂

∂xi
Γs

jk

and

〈R(Xi, Xj)Xk, Xs〉 = Rijks :=
3∑

l=1

Rl
ijkgls.

We define the sectional curvature relative to the plane spanned by v =
(v1, v2, v3) and w = (w1, w2, w3) by

κ(v, w) =

∑3
i,j=1 viwjRijij

|v ∧ w|2

We associate to a given geodesic γ parallel Jacobi fields. These should
satisfy the Jacobi equation

Y ′′ + RY = 0.

We can rewrite this is coordinate form

d2ym

ds2
+

3∑

i,j=1

Rm
ijk

dγ(i)

ds
yj

dγ(k)

ds
= 0.

The sectional curvatures are important in describing the oscillation in
the orbits, as is summarized in the following simple result.
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Proposition 8. Given a geodesic γ : R → R3, choose a parallel Jacobi
field Y (t), and consider the 2-dimensional plane span{γ̇(0), Y (0)} (i =
1, 2).

(i) If the sectional curvature in the plane span {γ̇(0), Yi(0)} is negative,
then the orbits start to diverge exponentially fast in that plane.

(ii) If the sectional curvature in the plane span {γ̇(0), Yi(0)} is positive,
then the orbits tend to start oscillating in that plane.

Proof. It follows from the standard proof of geodesic flows on negatively
curved manifolds being Anosov [11] that most solutions Y (t) grow expo-
nentially in t. This gives the exponential divergence of nearby orbits in
part (i).

In the case that the sectional curvature in the plane is positive, it is well
known that the Jacobi field tends to oscillate, leading to part (ii).

Example Revisited. We can illustrate the instability of nearby orbits by
considering our simple example. Let us consider a second orbit starting
from the same initial value (x1(0), x2(0), x3(0)) = (1, 4, 1), but having
a very slightly different initial derivative vector: (x′1(0), x′2(0), x′3(0)) =
(0, 1.1,−14.3181 . . .). In Figure 5 we plot both the orbit segment for the
original trajectory and this perturbed trajectory in the range t2 < t < t3.

FIG. 5. Two orbits with the same initial point exhibiting a rapid divergence of their
orbits.

Remark. We have not directly considered the case of x1(0) << x2(0) <<
x3(0), say, where one obtains the “Kasner solutions” (cf. [3] for a nice ac-
count). These special solutions are approximated by an exponential curve
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for x3(t) and oscillating curves in x1(t) and x2(t). Moreover, in the Kas-
ner solutions, at various times, the relative magnitudes of the functions
x1(0), x2(0), x3(0) may change and the rôle of the oscillating and decreas-
ing solutions interchange (at least for a finite number of instances). This
leads to the Kasner cycles and periods, and the change over is approxi-
mated using analysis of the CFT [3, 13]. This phenomena may well occur
outside of the region to which the above analysis applies.
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